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Abstract This work establishes COMPRA, a compact and reactive autonomy frame-
work for fast deployment of Micro Aerial Vehicles (MAVs) in subterranean Search-and-
Rescue (SAR) missions. A COMPRA-enabled MAV is able to autonomously explore
previously unknown areas while specific mission criteria are considered e.g. an object of
interest is identified and localized, the remaining useful battery life, the overall desired
exploration mission duration. The proposed architecture follows a low-complexity algo-
rithmic design to facilitate fully on-board computations, including nonlinear control,
state-estimation, navigation, exploration behavior and object localization capabilities.
The framework is mainly structured around a reactive local avoidance planner, based
on enhanced Potential Field concepts and using instantaneous 3D pointclouds, as well
as a computationally efficient heading regulation technique, based on depth images
from an instantaneous camera stream. Those techniques decouple the collision-free path
generation from the dependency of a global map and are capable of handling imprecise
localization occasions. Field experimental verification of the overall architecture is
performed in relevant unknown Global Positioning System (GPS)-denied environments.
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1 Introduction and Background

In recent years, aerial robotics research has experienced a rapid growth in different
applications. Among the major objectives pursued, the overall aim is to increase the
corresponding operating autonomy levels, envisioning the development and field deploy-
ment of aerial robotic workers capable to explore, inspect and operate in challenging
environments without human intervention. In general, Micro Aerial Vehicles (MAVs)
have undoubtedly shown powerful merits, as an outcome of their outstanding flying
capabilities, in fully controlled and well-defined laboratory environments [1], thus mo-
tivating the necessity to integrate such capabilities in real-life field applications. The
envisioned use cases that are suitable for such aerial robotics operations, include disaster
management missions [2], infrastructure inspection and maintenance [3], subterranean
area exploration [4] and more. Focusing in Search-and-Rescue (SAR) missions in sub-
terranean environments, MAVs can provide access to unreachable, complex, dark and
dangerous locations, while providing a valuable situational and environmental awareness
to the first responders [5]. Autonomous aerial robots can navigate in fully unknown and
harsh environments and perform their instructed tasks, without the need of retaining
a line of sight to the operator. In this approach, the human exposure to dangerous
environments (e.g. blind openings, areas after blasting, etc.) will be significantly min-
imized, while at the same time will increase the effectiveness of the overall mission.
Usually, in this type of environments, there is a lack of natural illumination, there
exist unconditioned narrow passages and intersecting paths, dirt, high moisture and
dust, which are factors making the environment harsh, complex and challenging for full
autonomous missions.

The context of aerial robots in SAR missions, requires innovative and applicable in
the field solutions that allow for a fast exploration of unknown areas, agile and collision
free motion, as well as artifact detection and localization, all consisting of mission
attributes that add resilience and robustness in these challenging missions. The focus
of this work is the establishment of the COMPRA framework, especially designed for
MAVs, including self-localization, Nonlinear Model Predictive Control (NMPC), obstacle
avoidance, object localization and basic mission behaviour capabilities. A framework
that has been extensively developed as part of the NEBULA autonomy [6,7,8,9] for
mission oriented drones in SubT environments and as an extension and differentiation
from other co-existing complete frameworks for SAR operations.

1.1 Related Works

During the past years a significant amount of research works focused on the problem of
robot path planning and navigation in 2D and 3D environments [10,11,12]. In general,
the proposed frameworks support different type of environment representation, time
complexity, as well as planning techniques (e.g. next-best-view, volumetric, random trees,
graphs, etc ), which alter their performance in different types of environments. The recent
DARPA SubT Challenge pushed the robotics community worldwide to develop the next
generation of autonomous robotic explorers in SubTerranean environments to assist first
responders in relevant SAR missions, providing them substantial situational awareness.
Multiple research groups have participated in the SubT challenge and provided various
methodologies, while the proposed COMRPA framework is our approach in the field of
autonomous deployment of aerial robots underground. Within the related literature
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of full exploration mission frameworks in aerial robotics, there have been recently
reported a number of works on methodologies for MAV deployment in subterranean
environments.

In [13] a framework for fast exploration in unknown 3D environments has been pro-
posed, incorporating localization, mapping, planning, exploration and object detection
and localization sub-components. The main focus of the system was on a grid-based
path planner, enhanced with path post-processing, while the exploration behaviour
was designed using a frontier-based strategy. The main sensing payload incorporated
a 3D lidar and two RGB cameras. In [14] a vision-based local control architecture
has been proposed for aerial vehicle SubT navigation. More specifically, a two-layers
planning strategy has been developed, leveraging the map-based global path planning
for exploration behaviour and an artificial potential-based approach that relied on
depth information for local obstacle-free path following. The main sensing payload
incorporated a 3D lidar and three RGB-D cameras.

In [15] an autonomy framework for object search in underground areas has been
proposed. The developed platform utilized onboard visual, thermal and 3D LiDAR
sensors to address a multi-modal localization and mapping scheme. A bifurcated
exploration planner is employed with local and global variants to explore the local
surroundings of the platform, as well as to relocate the platform in globally defined
unexplored paths or return to home. divided in local and global parts. The objects
of interest are detected from a Convolutional Neural Network (CNN) detector and
localized using ray-casting in an occupancy map combined with binary Bayes filter to
avoid erroneous measurements. Similarly, the authors in [16] developed a MAV system
for navigation in constrained tunnel-like environments. The main concept in this work,
relies on a model based control scheme that relaxed the tracking performance to handle
errors induced by the localization system. Moreover, an A∗ planning approach on 2D
occupancy maps is used for both global navigation and local exploration, while the
objects of interest are detected using a CNN and localized by an intersecting 3D rays
from a camera projection model with wall and ground modeled by LiDAR sensors. The
detected object can be reported to the DataBase either by following a return trajectory
or through a designed mesh network when exploring the deepest parts. In [17], a
framework for automated MAV motion planning under target location uncertainty in
cluttered areas, has been presented in simulation and lab environments. In this work,
the navigation problem is modelled as a Partially Observable Markov Decision Process
(POMDP) and solved in real time through the Augmented Belief Trees (ABT) algorithm.
Additionally, the developed system is able to handle a target detection uncertainty
related to false positive detections by using the detection confidence in the POMDP
formulation. In [18], the estimation, navigation, mapping and control capabilities for
autonomous inspection of penstocks and tunnels using aerial vehicles has been studied,
using IMU, cameras and LiDAR sensors. In [19] the authors present an aerial scout robot
for fast navigation in underground tunnels. The developed system enables a resource
constrained robot to navigate as a floating object, combining a velocity controller on
the x, y and altitude control on the body frame axis, while proposing two different
approaches for regulating the heading along the tunnel using either the geometric
processing of 2D LiDAR scans or Deep Learning classification using monocular camera.
Focusing in the qualitative comparison with the state-of-the-art works [15]-[19] the
COMPRA architecture proposes an alternative strategy of the overall mission and the
utilized modules related to localization, obstacle avoidance, exploration and object
localization, while focusing in a low complexity implementation, as well as developing
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critical components to be resilient to localization or occupancy mapping issues, including
the reactive navigation based on Potential Fields obstacle avoidance, as well as a reactive
heading regulation technique based on depth images. Moreover, the COMPRA core
concept relies on the idea that smaller scaled MAVs for narrow passage navigation
have limited flight time and in some application scenarios the higher priority is the fast
deployment, compared to complete and detailed coverage of the environments. Table 1
summarizes the modules from all frameworks, depicting the alternative approaches to
address the SAR mission.

The subterranean tunnel environment The subterranean tunnel environment offers
a set of specific challenges and opportunities when it comes to robot navigation. The
physical environment itself of dark, dusty and narrow tunnels pose severe challenges to
the utilized sensor configuration: completely dark areas limit the use of vision-based
state estimation, and if RGB-cameras are to be used at all, the robot must carry its own
illumination. Navigation (specifically obstacle avoidance) and state estimation pipelines
have to be resilient to dust, where for example the UAV should avoid from flying too
close to the ground to avoid excessive dust being disturbed from the propeller downwash.
Self-similarity is also a major concern regarding state estimation and map-based loop-
closure. The combination of these factors with the narrow and curving tunnel areas
can pose large problems to navigation. These tunnels heavily limit the field of view of
onboard sensors, for example limiting the visual detection of ceiling and floor planes,
and as such certain areas of the tunnel can be difficult to map completely, and it can
be difficult to at all get some unknown/unmapped areas into the field of view of the
robot without dangerous maneuvering (e.g. getting too close to walls, floor, ceiling).
Obviously in narrow areas the margin of error for collision avoidance is heavily stressed
as well as the robot is constantly very close to the walls. As such, it is to the authors
experience and opinion from working in such environments, that classical map-based
exploration architectures (especially in 3D) can struggle in those areas. Occupancy
mapping, frontier generation, frontier selection, and occupancy-based path planning all
rely on the ability to produce a consistent and, most importantly, a dense map of the
environment, where a selected frontier point can be reached or seen without risking a
crash, and where holes or unseen areas in the map don’t promote unwanted or risky
path planning behavior e.g. getting stuck, generating paths that go through holes or
too close to the walls (a problem specifically analyzed in [34]), or excessively moving
back-and-forth in order to completely map the area due to hard-to-see frontiers. In
general, for rapid deployment and efficient exploration, the proposed desired navigation
behavior in these tunnels is to move in the center of the tunnel, at a good distance
from the ground and ceiling, while following the tunnel direction and avoiding any
encountered obstacles. And most importantly, to do so consistently, quickly, and with
low rates of mission failure. The tunnel environment does present an opportunity as well,
as the tunnel morphology itself can assist us in generating such behavior: by aligning
the commanded locomotion of the MAV with the tunnel axis, while local collision
avoidance can maintain a distance to walls and obstacles, the tunnel can be explored.
It is towards solving these problems, while utilizing the tunnel morphology, that we
propose a fully reactive navigation scheme that decouples the central navigation and
exploration problem from the reliance on an accurate and dense global map, and guides
the UAV through the tunnel environment by the simple motion directives of "follow
the tunnel and avoid obstacles", which proved to be highly effective and consistent for
navigating along narrow subterranean tunnels while also producing desirable navigation
behavior in wider tunnels and voids.
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2 Target Mission Specifications

While the COMPRA kit focuses on general autonomy requirements (nonlinear control,
local reactive collision avoidance, exploration/navigation behavior, state estimation
and object detection), the efficacy of the framework can be more easily evaluated for a
specific mission. The targeted mission is in the SAR context, where rapid deployment
is the major focus area. The COMPRA-enabled MAV should autonomously navigate
through the subterranean tunnel environment, detect and localize objects of interest
(for example survivors) and then return to base. Section 4 will focus on shorter directed
missions (e.g. objects of interest are placed further into the unknown from the mission
start position) in multiple different tunnel areas due to 1) limited battery life, 2)
limitations on the size of testing environments where longer mission were not always
possible due to impassable barriers or flight permissions, and 3) as COMPRA is a pure
reactive scheme, it needs an addition of a higher-level mission planner to track junctions
and to adapt the mission behaviour to explore more massive structures. Despite the third
point, we shall show that COMPRA can on its own consistently perform the desired
task of tunnel SAR under the targeted mission specifications, despite the difficulty of
navigating the narrow tunnel subterranean terrain.

2.1 Contributions

With respect to the envisioned application environment and mission scenario, and the
related State-of-the-Art, the main contributions of our work are listed as follows:

– A complete autonomy framework that has all necessary components for full mission
execution in the subterranean SAR context, including: sensor suite selection, state
estimation, nonlinear control, obstacle avoidance, exploration, object detection and
localization, and mission behavior to allow for complete mission execution.

– A fully reactive navigation architecture that is based around an Artificial Potential
Field (APF) formulation that requires no in-between software and can directly use
the LiDAR 3D pointcloud stream for safe navigation, as well as as an effective
heading-regulation technique that utilizes depth-images in order to attract the MAV
towards open areas. The combination of APF and heading regulation results in a
fully reactive scheme for quick deployment and fast subterranean tunnel navigation,
that completely decouples the navigation behavior from the reliance on a global
map, as well as from occupancy-based path planning or frontier generation. The
navigation framework has been developed specifically to allow stable, fast, and
consistent navigation in narrow subterranean environments while remaining compact
and low complexity.

– A complete object detection and localization pipeline with multiple layers of false-
positive rejection, evaluated in completely dark areas using only onboard illumina-
tion, as well as in areas that specifically challenge detection of specific objects of
interest.

– An extensive experimental validation in a variety of subterranean tunnel environ-
ments focusing on narrow tunnels, wide tunnels, voids, dust, as well as visits to
real mining environments. The evaluation of the overall architecture focuses on full
mission execution, with all components for realistic SAR in the loop. The emphasis
is on quick deployment and rapid exploration for time-constrained missions. A
complete comparisons with the identified similar mission frameworks cannot be
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performed due to the lack of complete software open source packages that would
allow such action, however insights and highlights on the different point of view
have been provided. We do provide a brief comparison on the problem of agile
subterranean tunnel navigation in real-life field evaluations, comparing COMPRA
to a state-of-the-art local exploration-planning framework.

The rest of the article is structured as follows. Initially, Section 3 presents detailed
information of the COMPRA autonomy stack, while discussing both the baseline
navigation framework, as well as the capabilities related to the mission definition. The
experimental evaluation of the framework and the corresponding results are presented in
Section 4. Section 4.5 discuss discovered challenges and limitations to the framework, and
offer directions for future work. Finally, Section 5 concludes the article by summarizing
the findings.

3 COMPRA Autonomy

3.1 Frame Notation

The world frame W is fixed with the unit vectors {xW , yW , zW} following the East-
North-Up (ENU) frame convention. The body frame of the aerial vehicle B is attached on
its base with the unit vectors {xB, yB, zB}, representing the rotated global coordinates
W in along the z-axis. The zB is antiparallel to the gravity vector, xB is looking forward
the platform’s base and yB is in the ENU convention. The onboard camera frame C
has unit vectors {xC , yC , zC}. Furthermore, yC is parallel to the gravity vector and zC

points in front of the camera. The image plane is defined as I with unit vectors [xI , yI ].
Figure 1 depicts the utilized main coordinate frames of the aerial platform.

Fig. 1: Coordinate frames, where W , B, L, C and I denote world, body, LiDAR, camera and
image coordinate frames respectively.

3.2 Navigation Framework

In this part we present the fundamental systems to enable the autonomous flight of
a MAV along tunnels by using onboard computation unit and sensors. The baseline
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functionality for the aerial platform is to accomplish an exploration task in unknown
underground areas to localize objects of interest. To this end, the COMPRA framework
incorporates state estimation, control, avoidance, exploration and object detection and
localization capabilities. Initially, it localizes itself in a globally defined coordinate
frame combining information of a fiducial based gate calibration scheme with the
LiDAR-Inertial based state estimation just before the mission starts. The obstacle
avoidance scheme is based on APFs and generates collision-free waypoints. The reactive
exploration behaviour guides the MAV along the tunneling environment, while, the
control reference tracker uses the information from the other components to provide low
level commands for the flight control unit. In the proposed system a single beam LiDAR
facing towards the ground provides altitude measurements relative to the ground pLz ,
which are used from other COMPRA subsystems. Figure 2 summarizes COMPRA
exploration framework.

Fig. 2: Overall COMPRA architecture and information flow. On-board sensors are shown in
gray, sub-modules/algorithms in blue, and controllers in green.

3.2.1 State-Estimation

The autonomous flight of a MAV requires state-estimation information that is accurate
and with low-latency. Generally, research on robot localization has been and continues
to be a quest with the aim to establish robotics into everyday life usage. Multiple
sensing modules can be used to provide state-estimation information including monocu-
lar/depth/stereo/event/thermal cameras, 2D/3D LiDARs, Radars, Global Positioning
System (GPS), Ultra-Wide Band (UWB) and other, depending on the application needs.
In this framework the State-of-the-Art tightly coupled 3D LiDAR-Inertial odometry
estimation scheme LIO-SAM, proposed in [33] is used that provides the resulting state
vector X = [px, py, pz , vx, vy, vz , φ, θ, ψ, ωx, ωy, ωz]

>. The COMPRA framework inte-
grated this specific LiDAR-based SLAM approach, apart form being a SotA method ,
because it is structured in an efficient graph-based optimization framework and map
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management for high rate odometry estimation as well as supporting loop closing
capabilities, while it can be extended with additional sensor inputs. Being LiDAR-based
is not reliant on illumination factors, and fast IMU-based predictions facilitate the high
run-time requirements of the MAV platform.

3.2.2 Reference Tracking Controller

While there are a wide range of possible reference tracking controllers for MAVs we use a
NMPC. The main benefits of NMPC are the ability to handle constraints, the flexibility
in defining the cost function, and that it is directly based on a nonlinear dynamic model
of the system. The proposed NMPC is similar in structure to previous papers [31],
[32], and as such we will not go into details. The MAV nonlinear model considers eight
states namely x = [p, v, φ, θ], and as such it is in a yaw-compensated coordinate frame.
The generated control commands are u = [T, θref , φref ] with φref ∈ R, θref ∈ R and
Tref ≥ 0 to be the references in roll, pitch and total mass-less thrust generated by the
four rotors, which are very commonly accepted commands, together with a yaw-rate
command as ψ̇ref , for low level attitude controllers, such as Pixhawk or ROSflight, with
Tref commonly mapped to a control signal as ut ∈ [0, 1]. The yaw angle ψ is controlled
with a decoupled simple PD controller. Let xk+j|k denote the predicted state at time
step k + j, produced at the time step k (and similarly the control action as uk+j|k),
and N the prediction horizon. We formulate the cost functions to make each state reach
the prescribed set-points, while delivering smooth control signals as:

J(xk, uk;uk−1|k) =
N∑
j=0

‖xref − xk+j|k‖
2
Qx︸ ︷︷ ︸

State cost

(1)

+ ‖uref − uk+j|k‖
2
Qu︸ ︷︷ ︸

Input cost

+ ‖uk+j|k − uk+j−1|k‖
2
Q∆u︸ ︷︷ ︸

Input change cost

,

where Qx ∈ R8×8, Qu, Q∆u ∈ R3×3 are symmetric positive definite weight matrices for
the states, inputs and input rates respectively. Importantly we can directly penalize the
change in inputs from one time step to the next by the input change cost, promoting
non-aggressive control actions. Additionally let us define constraints on the inputs as
umin ≤ uk+j|k ≤ umax and constraints on the change in control inputs, to further
enforce smooth control actions, as:

|φref,k+j−1|k − φref,k+j|k| ≤ ∆φmax, (2a)

|θref,k+j−1|k − θref,k+j|k| ≤ ∆θmax. (2b)

where ∆φmax and ∆θmax denote the maximum allowed change in roll and pitch
references from one time step to the next. The optimization problem to minimize
the cost function J(xk,uk;uk−1|k), while subject to the constraints is solved by the
Optimization Engine[35], an open-source and Rust-based parametric optimization
software, which is very fast for this type of application. While the input constraints are
considered as hard bounds, OpEn utilizes a penalty method[36] to solve for trajectories
that satisfy the input rate constraints. The NMPC runs at 20Hz, which is following
common inner/outer loop dynamics with the attitude controller running at 100Hz. The
prediction horizon N that is considered in the optimization is 20, implying a one second
prediction.



10 Björn Lindqvist1 et al.

3.2.3 Obstacle Avoidance

There are a number of requirements that we pose on the local avoidance scheme, such as
to: 1) be reactive e.g. have low computation and latency, 2) be independent of localization
and mapping as to prevent crashes due to localization or occupancy-mapping failure, 3)
result in smooth and stable behavior of the MAV in any avoidance situation, 4) work
directly with the 3D point cloud (again to prevent failures due to drifts or malfunctions
in other software). Towards these requirements we propose an APF formulation with
a focus placed on generating a resulting force in the local MAV frame that does not
cause oscillations or twitching flight behavior of the MAV. This is achieved by choosing
a potential function (or rather directly a force function) that is continuous and smooth
in the area of influence of the potential field, placing saturation limits on the repulsive
forces and the change in repulsive forces, and performing force-normalization, as to
always generate forces of the same magnitude (which a reference-tracking controller
then can be optimally tuned to follow).

Let us denote the local point cloud generated by the 3D LiDAR as {P}, where
each point is described by a relative position to the LiDAR frame as ρ = [ρx, ρy, ρz].
Let us also denote the repulsive force as F r = [F rx , F

r
y , F

r
z ], the attractive force as

Fa = [Fax , F
a
y , F

a
z ], the radius of influence of the potential field as rF . As we are only

interested in points inside the radius of influence, when considering the repulsive force,
let’s denote the list of such points ρr ∈ {P} where || ρir ||≤ rF and i = 0, 1, . . . , Nρr
(and as such Nρr is the number of points to be considered for the repulsive force).
Similarly, we impose an inner safety-critical radius rc with a large static potential where
Nρc is the number of points ρc inside this radius. Taking inspiration from the classical
repulsive force function proposed by Warren [37] we define the repulsive force as:

F r =

Nρr∑
i=0

L(1− || ρ
i
r ||
rF

)2
−ρir
|| ρir ||

+

Nρc∑
i=0

Lc
−ρic
|| ρic ||

(3)

where L = [Lx, Ly, Lz] is the repulsive constant and represents the largest possible
force-per-point inside rF and Lc represents the magnitude of the static potential to
ensure no obstacle enters rc. It should also be noted that computing the total force
as the sum of multiple smaller "forces" from each point inside rF also makes the
framework more resilient to dust as each individual dust particle does not majorly affect
the total force. As the repulsive force from the inner radius necessarily imposes a larger
force-per-point we shall impose that it is zero if Nc ≤ n with n being a small number
such that it is resistant to dust while still detecting small obstacles.

Based on the COMPRA framework, we simply denote the attractive force as the
next way-point, wp = [wpx, wpy, wpz] generated by the navigation in the local frame,
such that Fa = wpB − p̂B. From an intuitive point of view this can be seen as the
attractive force being the vector from the current position to the next given way-point
with an unitary gain, while the repulsive force is the shift in the next way-point required
to avoid obstacles. Generally, the attractive and repulsive forces are summed to get
the total resulting force F . But, since the requirement of a stable and smooth flight is
very high for a MAV as with multiple other modules (localization etc.) running from
on-board sensors, we propose a force-normalization and saturation on the forces, and
on the change in the repulsive force. Let k denote the current sampled time instant and
(k−1) the previous sampled time instant. This process is explained in Algorithm 1, with
Fmax and ∆Fmax being the saturation value and rate-saturation of the repulsive force
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and sgn() denoting the sign function. The reference position, passed to the reference
tracking controller (in the MAV body frame), with included obstacle avoidance, then
becomes pBref = F + p̂B, where pBref are the first three elements of xref .

Algorithm 1: Force calculation
Inputs: Fa, F r

k , F
r
k−1

if || F r
k ||> Fmax then

F r
k ← sgn(F r

k )Fmax

if || Fk − Fk−1 ||> ∆Fmax then
F r
k ← F r

k−1 + sgn(F r
k − F

r
k−1)∆Fmax

if || Fa ||> 1 then
Fa ← Fa

||Fa||
F ← F r

k + Fa

if || F ||> 1 then
F ← F

||F ||
Output: F

Additionally, we propose that the desired flight behavior when in the presence of
obstacles is not the same as when moving in obstacle-free areas. As the MAV gets closer
to obstacles, the local avoidance behavior should be to move slower and with less rapid
maneuvering, e.g. being more careful. As such, we impose a simple adaptive weights
scheme where the computed repulsive potential field forces are used to adapt the NMPC
weight matrix Qx, or more specifically the first three elements in Qx that considers the
position states here denoted as Qp, as to decrease the emphasis on position reference
tracking with an increase in the force magnitude (before force normalization). We map
Qp between minimum and maximum values Qp,min, Qp,max as:

Qp = Qp,min +
Qp,max −Qp,min

1 + c || Fr ||
, (4)

with c being a tuning constant. Despite a relatively simple expression, this greatly
assists the MAV in moving carefully when in-between obstacles or walls in narrow areas,
while still moving as rapidly as possible when the area is obstacle free. This allows us to
safely use a larger Qp,max (for faster reaching of way-points) without risking collisions
and unwanted flight behavior when in the presence of obstacles or when entering a
narrow area.

3.2.4 Reactive Exploration

The exploration behaviour in this work considers the generation of local reference
waypoints pBref in 3D, as well as local yaw references ψref .

The exploration waypoints follow the heuristic concept of constant value “carrot”
chasing in the bodyframe x-axis of the platform, while we utilize a fully reactive heading
regulation technique to align the MAV body x -axis with the tunnel direction. More
specifically, the generated way-points pBref always add a constant value ahead of the
x-axis, while the motion in the y-axis in B frame depends only on the potential fields
input. The waypoints are defined as wpB = [pBx + 1, pBy , p

m
z ], and are then fed to

the potential field to generate the obstacle-free pBref . The local altitude reference pmz
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(or the mission altitude) is kept constant and selected before the mission starts, and
the measured local z -position is defined by the range measurements, Rsbl, from the
single-beam LiDAR as pLz = Rsbl cos θ cosφ, e.g. the distance to the ground.

Deepest-point Heading Regulation Part of the fast deployment and exploration approach
of COMPRA is the alignment of the aerial platform heading towards open/deep areas,
resulting in the MAV being attracted to open areas and aligns itself to the tunnel
direction. The Deepest-point Heading Regulation (DPHR) technique utilizes the onboard
RGB-D instantaneous camera stream to reactively find the deepest cluster of points
within the stream. Initially, the recovered depth images from the sensor are filtered using
a grey scale morphological close operation [38] as a preprocessing step to remove noise
and enhance the tunnel opening. Afterwards, a clustering step is employed using a k-
means methodology to extract a fixed number of clusters Ci, [i = 1, 2, 3, . . . , Nclusters],
where the Nclusters = 10 value has been selected based on the tunnel environment
morphology. Moreover, the mean intensity value for each cluster region is calculated
and we select the cluster with the maximum intensity, which indicates the deepest
parts of the tunnel. The x-axis pixel coordinate of the cluster centroid is calculated
as sx = 1

|Cm|
∑

(x,y)∈Cm x, where |Cm| represents the number of pixels. Finally, sx is
normalized and transformed with respect to the image principal point s̄x and converted
to a yaw rate reference ψ̇ref ∈ [min max], using ψ̇ref = s̄x ∗ l, where l maps linearly
the yaw rate to min and max values. Therefore, the yaw angle ψ, which controls the
UAV body x-axis direction is aligned with the tunnel direction based on the heading
regulation technique. The technique is fully reactive, low computation, and allows fast
and consistent navigation in the subterranean areas. Figure 3 showcases a snapshot
from the implemented deepest point extraction process.

Fig. 3: Snapshots of the DPHR methodology depicting, on the left the extracted centroid
(marked black circle) of the open tunnel area ahead and on the right the binarized image of the
segmented area with the higher depth values.

3.3 Mission-specific Modules

For the overall mission definition of SAR in SubT environments, two components must
be added to the core COMPRA autonomy kit to fulfill the mission, namely: the object
detection and localization based on an image stream from onboard cameras, as well
as a behavior list for mission execution, that includes returning to base after mission
completion.
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3.3.1 Object Detection and Localization

In this Section we consider the capability to detect and localize objects of interest in
previously unknown environments, using the flying platform’s onboard sensor data.
This process relates to SAR missions, where in this work the object detector uses the
visual spectrum (RGB images) and the object localizer uses depth image measurements.
The object detection part is based on the tiny and Intel hardware optimized version [39]
of the state of the art CNN object detector Yolo V4 [40]. We trained the network to
detect and classify 6 classes CL ∈ [1, · · · , 6] defined by the SubT competition using a
custom dataset consisting of approximately 700 images for each class. The input size of
the images is 416 × 416 and the output of the algorithm are the detected bounding
boxes and the class probability PrCL ∈ [0, 1].

The other component of the pipeline is the object localizer, which receives the
bounding box BB = (xImin, y

I
min,WdI , HtI) measurements of one of the predefined

object classes from the RGB image stream I, where xImin and yImin denote the minimum
xI and yI axis pixel coordinates and WdI , HtI denote the width and height in pixels.
The localizer transfers the identified bounding box in the aligned depth image stream
D and extracts the relative position of the object in the camera frame C, defined as
pCobject = [pCx, p

C
y , p
C
z ]. Frequently, the extracted bounding boxes include part of the

background with the object of interest, thus to avoid this issue we calculate the object
position considering only a 3×3 window around the centroid of the bounding box.
The main assumption is that the centroid always is projected to the object of interest.
Finally the object location is converted in the global world frame W, defined as pWobject,
using the transformation pWobject = WTC p

C
object, where

WTC denotes the transformation
matrix from C to W, defined as WTC = [R|t]. The object localizer is structured around
two subcomponents, i) the buffer of measurements and ii) the processor of buffered
measurements. The buffer stacks artifact positions using a two-step outlier rejection
process. Initially, it accepts only bounding boxes with class probability above a specified
threshold (PrCL ∈ [Prthreshold, 1]) and are located inside a sphere with radius of 5
meters and secondly, removes detections when their metric bounding box width bounds
are outside a fixed width interval for each known objectWdW ∈ [WidthCLmin,WidthCLmax],
to address false positive inputs with high class probabilities. Afterwards, the processor
of buffered measurements is initiated once a specified time window from the last
observation in the buffer has passed. During this process, the buffered values for each
class are clustered based on Euclidean distance and the mean value of the positions
of each cluster is calculated. Additionally, the current clusters are compared against
already localized objects using Euclidean distance to deduce whether it will belongs
to previously seen object or it will be reported as a new observation. Once this step
is finished the buffer is cleaned. This architecture can handle multiple observations of
the same class at different locations in the same buffer session. The localizer returns
a list OL = {~03×1, p

W
object1, p

W
object2, . . . , p

W
objectn}, where n is the number of detected

objects with n ∈ N0. Figure 4 presents the overall architecture on the strategy related
to the object detection and localization.

3.3.2 Behavior List

The mission behavior of COMPRA is presented in Algorithm 2
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Fig. 4: The object detection and localization pipeline.

Algorithm 2: COMPRA mission workflow
Input: Mission Plan
Output: Object List OL = {~03×1, pWobject1, p

W
object2, . . . , p

W
objectn}

Gate Calibration // W frame definition
Pre-Flight checks // software and hardware ready to fly MAV
if Pre-Flight checks then

Take-off Sequence // stabilize hover at pmz
if Take-off Sequence then

Exploration=True // start exploration
while Exploration do

if object detected then
while object in view at time instance K do

PCobject = [PCobject; p
C
object,K ]

if size(PCobject)>0 then
objectLocalized=True

if objectLocalized then
pWobject = PCobject
OL = {OL; pWobject}
objectLocalized=False

if T current
mission ≤ T

reference
mission then

ψ̇ref , wpB = [pBx + 1, pBy , p
m
z ]

Breadcrumb Waypoint List BW = [BW; wpBψ]
else

ψref
return = ψ + π

size(BW)= k
wpB = BW(k)
BW\BW(k) // remove kth entry from BW, \ denotes relative
complement operation

if BW = {∅} then
Exploration=False
Land // mission completed

else
Hardware and Software health check
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On top of all sequences presented in Algorithm 2, the system incorporates a STOP
behavior which directly lands the platform on the ground, using either RC switch or
a software safety command from the task supervisor. The pre-flight checks include
bringup of hardware and all software COMPRA stack. The Breadcrumb Waypoint List
BW is populated with exploration waypoints wpB at a user desired sampling rate. On
the return path, the visited breadcrumb waypoints within a radius are removed from
BW. T currentmission and T referencemission refer to current mission time and overall mission time
respectively.

For the return of the MAV to the mission’s starting point, previously visited points
are considered in BW. In this case the MAV, navigates through already mapped areas,
which allows relocalization or loop closure attempts to happen, processing localization
drifts occurred during the navigation.

4 Experimental Results

4.1 System Overview

The experimental system, used for the verification of the COMPRA framework, consists
of a custom built quadrotor platform, as shown in Figure 5. The platform’s mass
is approximately 3.5 kg, and the maximum size diameter is 0.85 m, with processing
payload the Intel NUC - NUC10i5FNKPA processor as well as the Intel Neural Compute
Stick 2. The 3D LiDAR Velodyne VLP16 PuckLite provides 3D pointclouds at 10 Hz
with 360 ◦ Horizontal FOV and 30 ◦ Vertical FOV within the range of 100 m. The
LiDAR measurements are used in the obstacle avoidance module, as well as in the
localization module, combined with Inertial measurements. The single beam LiDAR
LiDAR-Lite v3 is mounted facing towards the ground and provides relative altitude
measurements. Moreover, the platform carries the RGB-D camera Intel Realsense D455
that provides RGB frames at 30 FPS with 90 ◦ Horizontal FOV and 65 ◦ Vertical
FOV, as well as depth images at 30 FPS with 86 ◦ Horizontal FOV and 57 ◦ Vertical
FOV, within the range of 6 m, used in the object detection and heading regulation
modules. The MAV is equipped with the low-level flight controller PixHawk 2.1 Black
Cube, which provides the IMU measurements. Finally, the MAV is equipped with two
10 W LED light bars in the front arms for additional illumination and one 10 W LED
light bars looking downwards. The COMPRA software stack has been evaluated in the
Ubuntu 18.04 Operating System using the Robot Operating System (ROS) Melodic
version, while the modules have been implemented either C++, Rust, or Python.

4.2 Field Validation Sites

The proposed autonomy stack was evaluated in a variety of subterranean operating
conditions (narrow, wide, curving, inclined, dusty, obstacles) at a subterranean tunnel
complex located in Luleå, Sweden with parts completely lacking natural or external
illumination, in the presence of other corrupting magnetic fields, while small dust
particles were floating around the platform. We also include experiments from two visits
to real mining environments at the Epiroc Test Mine in Örebro, Sweden, as well as at
the Callio Pyhäsalmi Mine, Pyhäjärvi, Finland.
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Fig. 5: The aerial system utilized in the SubT field trials for evaluating the COMPRA framework.

4.3 Complete Missions

This section will present the COMPRA-enabled MAV in full mission scenarios. In order
for the reader to see the real-time behavior of the navigation and object detection
pipeline we strongly suggest the reader to watch a compilation of full experiment mission
runs at https://www.youtube.com/watch?v=xHmeX7a8A3g. In the following
scenarios, a portable calibration gate consisted of a bundle of four AprilTags, placed in
front of the vehicle, is used to initialize the global coordinate frame in which the objects
of interest will be localized. All missions parts are handled completely autonomously,
from initialization, arming etc. to landing after mission completion. The visualization
of various mission components have gone through no post-processing and are available
to the operator stationed at the mission start location as soon as the mission has been
completed, which of course is a key aspect of a realistic SAR mission. A safety pilot
monitors the MAV but does not interact with it in any way.

The Figures 6-18 display six field missions targeting different environments where
Figures 15-18 are from the real mines. We display generated pointcloud maps of the
various environments where we deployed COMPRA with located artifacts (markers)
and the exploration path of the MAV (green line) as well as snapshot images from the
onboard camera stream showing the artifact detection hits (or misses) as well as other
descriptive moments during the missions. The COMPRA-enabled MAV is set to explore
areas with a speed of around 0.9− 1 m/s in slightly wider tunnels (∼ 3.5 m) such as
in Figure 6 or in the void-like area of Figure 10. In the narrower environments, such
as the inclined tunnel in Figure 13 with a width of around ∼ 1.8 m (but momentarily
narrower) or in the narrowest area of the mission in Figure 8 shown in Figure 9b, the
speed is reduced (but still averaging around 0.8 m/s) due to the adaptive weights in
the presence of obstacles. The main limiting factor for navigation speed was the object
detector, where performance was reduced with an increase in navigation speed. We
performed an extra shorter experiment without artifacts in the curving tunnel area
(the area in Figure 6) trying to push the navigation speed. We could easily reach an
average of 2.3 m/s after the initial acceleration, and the velocity (magnitude) from that
mission can be seen in Figure 19. In the COMPRA framework, the mission velocity is
not constrained by computation time, map update rates, or similar navigation-related
limitations due to its purely reactive nature, and as such to increase the velocity we

https://www.youtube.com/watch?v=xHmeX7a8A3g
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Fig. 6: Visualization of complete exploration mission in a curving part of a longer tunnel, where
artifacts have been placed along the tunnel. The MAV is exploring at around 1m/s.

Fig. 7: Artifact detection hits for mission in Figure 6

simply increase Qmax, Qmin for a more aggressive following of waypoints. As seen,
the velocity can be kept relatively consistent throughout the mission as there are no
"transition points" from one trajectory to the next since the waypoint is continually
updated by the reactive exploration scheme. The dips seen in Figure 19 simply represent
instants where the adaptive weights scheme reduced the speed due to the proximity
of an obstacle, and the velocity never dropped below 1.6 m/s. The smoothness of the
navigation even at high velocities in constrained environments (curving mining tunnel)
is a major outcome of the COMPRA framework.

In general, the exploration and navigation behavior of the MAV was very smooth
and consistent for all evaluation scenarios and provided quick, efficient, and safe tunnel
navigation by keeping in the middle of the tunnel and maintaining a safe distance from
walls, floor, and ceiling. This is a major outcome of the potential field formulation that
keeps the MAV at a safe distance, but without any jerky or oscillatory maneuvering
which can be detrimental to state estimation and object detection modules while also
slowing down the exploration due to unnecessary maneuvering. The DPHR technique
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Fig. 8: Visualization of mission in a tunnel with junctions and obstacles.

Fig. 9: Artifact detection hits for mission in Figure 8 (a,c,e,f), as well as obstacle avoidance
scenarios (b,d), where (b) shows the narrower area of the tunnel.

also proved very consistent in maintaining a fast exploration pace in the evaluated
subterranean environments by its simple motion directive of aligning the MAV body
x -axis with the open areas, and keeping a continuous forward exploration.

There was one moment of risky behavior highlighted in Figure 9d, but the APF
again provided a smooth and stable avoidance maneuver that maintained a minimum of
0.54 m distance to the obstacle. We also want to highlight the area shown in 9b in terms
of obstacle avoidance. The scaffolding-type constructions of thin steel beams are hard
to detect, but as the purely reactive APF can directly use the raw LiDAR pointcloud
data for avoidance the MAV safely navigates through the risky area. Experiments
performed in very wide areas, in Figures 10 and 17, also show that even without the
APF constantly pushing the MAV to the center of the tunnel, the exploration behavior
using only the DPHR is still sufficient to follow the tunnel with minimal swaying and
unnecessary movement. We should note that in these wider areas, it is only thanks
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Fig. 10: Visualization of mission in a larger void area ∼ 45× 8× 4m3.

Fig. 11: Graffiti-rich area to challenge object detection. Missed backpack hit (a), and artifact
detection hits for mission in Figure 10 (b,c).

to the long range of the Velodyne Puck Lite that the reactive exploration method is
sufficient for coverage of the area.

In general, the COMPRA object localizer pipeline was able to report the majority
of the visited and observed artifact locations identifying 15 out of 17 artifacts in the
reported experimental runs. The precision of the localization of objects was not possible
to quantify during the performed experimental trials, while highly depends on the robot
state estimator and the depth image analysis precision.

Nevertheless, the deployment of such detectors in realistic environments poses
additional challenges, where in few locations at the void and tunnel environments were
among the most challenging for the trained object detector, due to either false negative
reports, shown in Figures 11(a,b) and 16(b) or multiple false positive reports. The merit
of temporally accumulating multiple observations counteracted for the occasional false
negative instances of the detector, depicted in Figure 11(b,c).

The most frequent false positive detection was observed in areas close to the textured
wall, where the graffiti shape and color was similar to the target objects. In this case
the size check addition within the object localization architecture allowed to discard
falsely reported artifacts for localization. Figure 12 depicts the false positive examples
that COMPRA object localization pipeline recognised as outliers, and rejected them.

4.4 Comparison Result

Performing comparisons with another complete SAR framework is very difficult due to
varying sensor suites and MAV design, not all of the software being open-source, as
well as tuning based on the selection of experiment site. Instead we offer a comparison
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Fig. 12: Visualization of rejected false positive object detection in areas with textured walls at
the void and the tunnel environments. The visualization includes the classification confidence
as well as the classified class.

Fig. 13: Visualization of mission in a narrow as well as inclined cave-like tunnel.

Fig. 14: Narrow and inclined tunnel area (a), and artifact detection hits for mission in Figure
13 (b,c).

Fig. 15: Visualization of shorter mission in the Callio Pyhäsalmi Mine, Pyhäjärvi, Finland.
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Fig. 16: Real mining tunnel environment from Figure 15 (a), missed artifact (rope) (b) and
detected backpack (c).

Fig. 17: Visualization of mission in the Epiroc test mine, Örebro, Sweden. Wider realistic
mining tunnels for large mining machines. Explored area ∼ 100× 12× 5m3.

Fig. 18: Wide mining tunnel environment (a), artifact detection hits during mission in Figure
17 (b,c)

focusing specifically on the ability of the COMPRA framework to efficiently and
quickly navigate the tunnel environment, using the Motion Primitives-Based Path
Planner (MBP) [41], specifically designed for agile and fast subterranean navigation
in tightly constrained environments. The MBP represents, in the author’s opinion,
the absolute state-of-the-art for general exploratory local path planning. The MBP is
based on the occupancy mapper Voxblox [42] and uses an information-gain maximizing
formulation combined with a clever actuation (acceleration) sampling method based on
tree expansion that generates trajectories that promote agile and fast locomotion for
a general solution to the combined exploration and path planning problem. We still
have to mention that we are relying on our own MAV which is considerably larger than
in the comparison work, a different source of state-estimation, and in order to match
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Fig. 19: Magnitude of velocity for a shorter high-speed mission in the same curving tunnel area
seen in Figure 6.

with our framework also a different trajectory following controller, so the comparison is
still not identical to the related work. As such we will also focus on numbers provided
in [41], while comparison missions using the MBP are meant mainly to emphasize
the difference in navigation strategy and showcase instances of how those differences
manifest in the real-life navigation behavior. Our selection of tuning parameters were:
representing the UAV as a box of size 1× 1× 0.5 m (for safety distances), a desired
velocity of 1 m/s, and a path step length of 0.7 m. We deployed the MBP in the curving
longer tunnel shown in Figure 6 for three experiment runs. The generated pointcloud
maps and exploration paths are shown in Figure 20, while Figure 20c also shows the
expanded local search graph. While the MBP paths efficiently maximize information
gain while largely maintaining a forward locomotion and efficiently avoiding collisions,
there are some moments or instances of the same difficulties that most map-based
local exploration/path planning frameworks face, that being: unnecessary (not forward)
movement due to either the random nature of generated graphs or from trying to get
some specific frontier point into sensor field-of-view (ex. last part of the path Figure
20a), rough transitions between trajectories (ex. in 20b), and in general not as smooth
navigation as the missions using the COMPRA framework, exemplified by the velocity
profile comparison from the same area in Figure 21. But, notably, the mission run in
Figure 20c had very limited issues while using the exact same tuning. On the topic of
very agile motion the related work [41] shows experimental results for up to 1.8 m/s
average exploration speed as compared to the 2.3 m/s using COMPRA in a similar
tunnel environment. High-speed navigation in narrow or constrained subterranean
environments is a very difficult problem, and other related works are evaluated (in
real-life constrained environments) up to: 0.1 m/s [19], 0.4− 0.5 m/s [13], 0.5 m/s [16],
0.5 m/s [18], 0.75 m/s [26], as compared to the 0.9 − 1 m/s full mission speed and
the 2.3 m/s navigation evaluation speed of COMPRA. Additionally, COMPRA could
maintain a relatively high velocity when passing through the narrower spaces and
required no special tuning to do so but, again, comparisons are hard due to different
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MAV sizes, lack of propeller guards on our MAV promoting a larger critical safety
distance, different environments etc.

The MBP represents a more general framework for exploration than the compact
algorithmic design of COMPRA and would likely outperform it in many environments,
but when we can utilize the tunnel morphology to generate the desired behavior for
rapid and directed tunnel navigation and exploration, the proposed fully reactive scheme
has some advantages, while also being decoupled from any mapping software.

4.5 Discussion & Lessons Learned

During the field tests we had to address issues related to state estimation, heading
regulation, artifact detection and flight time of the platform. More specifically, the
underground areas that the MAV explored was quite challenging with respect to the
geometry and self-similar shape in terms of the LiDAR-Inertial method. Overall, we
tuned the LiDAR-Inertial method to operate in underground environments, while
we aim to enhance the methodology to support large-scale and long-term operations
incorporating sensor fusion in the pipeline. A challenge in terms of obstacle avoidance is
achieving the desired flight behavior both in obstacle free areas where the aim is moving
as quickly as possible, and in obstacle rich areas, where stable avoidance behavior should
be prioritized over speed. While we include an initial method on adapting weights on
position reference tracking to speed up or slow down the exploration depending on the
proximity of obstacles, further adaptive tuning on NMPC parameters as well as APF
gains and safety distances depending on the environment and current maneuvering of
the platform should be investigated. This would allow even more adaptive behavior
in different circumstances which increases the range of possible deployment scenarios
for the reactive framework (for example, going into even narrower tunnels without
conflicts with desired safety distances). Additionally, developing a framework of mission
planning that utilizes the fully reactive and fast exploration of COMPRA in combination
with higher-level directives to handle junctions and the general question of completely
exploring larger subterranean systems, is a key future work. This framework could use
the combination of APF and DPHR for consistent and efficient "junction-to-junction"
navigation, e.g. still decoupling the local navigation behavior from occupancy mapping
and path planning but integrating map-based junction detection and mission behavior.
Finally, the flight time of the aerial platform is critical for the mission and game changer
when designing autonomy frameworks. COMPRA assumes platforms with limited flight
time, aiming for quick deployment as well as fast navigation and scouting behaviour of
unexplored areas, instead of detailed area coverage.

5 Conclusions

This work presented COMPRA navigation framework for MAVs, targeting SAR op-
erations in subterranean environments. The COMPRA framework enables the fast
deployment of a fully autonomous MAV to navigate along previously unknown tunnel
areas. The proposed autonomy architecture combines 3D LiDAR-inertial state estima-
tion, position based NMPC control, potential field based obstacle avoidance, reactive
exploration based on heading regulation, as well as object detection, localization and
mission behaviour. COMPRA’s main aim is to keep the overall system compact, reactive,
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Fig. 20: Resulting exploration paths using the MBP in the curving tunnel environment, for
three exploration runs.
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Fig. 21: Velocity magnitude from MBP experiment shown in Figure 20a (left) and COMPRA
run in the same area (right) with approximately the same average velocity.

resilient, independant on occupancy mapping, and with low complexity as a baseline
solution for a complete SubT exploration and object localization mission, while it
can be added upon in a straight-forward way by further developments of higher-level
mission planner modules. Multiple field trials in a variety of subterranean environments
successfully demonstrate the performance and efficacy of the method towards real-life
applications in realistic subterranean tunnels and voids, showing fast and consistent
navigation behavior in conjunction with object detection and mission behavior, despite
the challenging environments.
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