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ABSTRACT In this article, the problem of an online autonomous aerial inspection, specifically for
discontinuous and distributed objects is presented. The proposed approach imposes view culling and
photogrammetric constraints based on a geometrically modeled three-dimensional view pyramid, a view
cone to filter surfaces by desired observation angle, a framework-integrated passive collision-avoidance
scheme with the object under inspection, and a dynamically enveloping bounding-box region to map the
visited surfaces. Furthermore, the proposed inspect-explore framework is validated for the case of an
unknown environment with no prior knowledge of the object model under inspection. The overall inspection
scheme is based on the novel First-Look approach, enabling the UAV to progressively adapt its inspection
path to match the profile of the structure autonomously. The implemented exploration strategy imposes a
tiered policy enabling the UAV to search, identify and navigate towards the structure for inspection. The
presented work utilizes a unified architecture of the aforementioned inspect-explore framework to improve
situational awareness in a previously unknown environment by enabling the UAV to explore its surrounding
space and identify structures to execute closer inspection tasks. Extended simulations to evaluate the efficacy
of the proposed inspect-explore framework are presented with multiple structure scenarios.

INDEX TERMS Visual inspection, aerial robotics, distributed objects, first-look, online planning, unknown
environment.

I. INTRODUCTION
The rapid rise of the scope of on-board autonomy to enable
deployment of Unmanned Aerial Vehicles (UAVs) towards
fulfilling labour and time-intensive tasks, such as inspection
of ageing infrastructures [1], [2], [3], surveying underground
mines [4], [5], [6], in search and rescue operations [7], [8] has
received a lot of attention since the past few years.

On the topic of visual inspection using UAV(s), planning
the inspection path is driven by the factors, such as ensuring
reaching the view-points satisfactory, obtaining the required
resolution of imagery data, identifying the presence of surface
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defects, maintaining photogrammetric constraints, such as
overlap percentage between successive images to enable a
rich 3D accurate reconstructed mesh of the structure. In addi-
tion, generating an overall collision-free and less resource-
demanding coverage path is one of the important factors in
inspection planning. While the task of visual inspection of
a known solitary object is inherently challenging, based on
the fulfilment of the aforementioned conditions, the level
of complexity increases when considering the inspection of
unknown multiple distributed and discontinuous structures.
The field of rescue robotics, such as in search and rescue oper-
ations of high-rise structures is primarily model-based due
to the availability of Building Information Modelling (BIM)
of the structure being inspected. However, a research niche
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arises when such information cannot be used to plan for an
inspection of a partially damaged or fractured structure as its
current state does not correspond to the structural information
available at hand. The need to integrate and implement a
hybridized approach to inspection-exploration is required at
this stage. Hence, the proposed work in this article aims to
present a proof-of-concept for the application of hybridized
autonomy towards improving inspection outcomes with the
desired situational awareness from the point of deployment,
as a vital component during emergency situations.

Figure 1 presents the overall proposed concept pertaining
towards the deployment scenario of the proposed FLIE auton-
omy framework.

FIGURE 1. Conceptual depiction of the proposed FLIE autonomy towards
implementation in a scenario consisting of distributed and discontinuous
structures.

In view of the related works towards inspecting unknown
structures, [9] presents a Frontier based Next-Best-View
(NBV) online inspection scheme to observe a local surface,
based on the desired threshold of information gained in an
unknown environment. The presented contribution builds a
volumetric map and implements sampling-based optimiza-
tion to iteratively plan the optimal path to visit the desired
sequence of view configurations, which provides maximum
coverage. Towards a unified exploration and inspection in
an unknown environment, authors in [10] built on the ini-
tial Next-Best View (NBV) determination approach by [11],
which evaluates the performance of an online sampling-based
receding-horizon NBV method that iteratively provides an
optimal sensor configuration to reduce unmapped surfaces
or spaces. Similarly, in [12], the authors present a unified
explore-inspection architecture in constrained environments,
such as the water ballast tanks of ships. This work com-
bines RRT-nodes, which provide a collision-safe path to visit
unexplored regions, with a region-based convolutional neural
network, which identifies regions of decay in the structure.
In [13], the authors present an online coverage path planner
for a bridge, which provides sensor configurations based on
the surface vector obtained from identified nearest set of
points from the k-nearest neighbours (K-NN) search. A real-
time heuristic-based dynamic optimization of the coverage
path to perform a visual inspection, for both online and
offline fashion, has been presented in [14]. A Weighted Gain

Next-Best-View Planner (WG-NBVP) is presented in [15],
to inspect a hazardous and contaminated environment with
the help of an Unmanned Ground Vehicle (UGV). This
approach tackles the dual task of obtaining a volumetric map
of the target Region-Of-Interest (ROI) in an unknown envi-
ronment and inspecting the relevant areas of interest bymeans
of optimization for a maximum weighted information gain,
which considers free space covered, measurement readings
and visited space at the candidate camera pose. This pose
is derived from Rapidly Exploring Random Tree (RRT) to
provide the nearest optimal pose contingent on a selection
threshold parameter.

Compared to previous works on unified approaches, where
voxel maps of the unknown environment are generated from
sensor data subsequent to which the inspection planner plans
a path to observe the surfaces, the proposed methodology
in this article operates in a frame-by-frame manner, where
the sensor input, in the form of pointcloud is directly used
to plan the next immediate view-pose and provide visual
coverage of the observed surface. Moreover, the inspection
planner simultaneously generates and updates the bounded
shape of the observed surface, thereby providing a 3D shape
of inspected structures at the end of the mission.

The novelty of the proposed approach stems from the
inspection framework, the First-Look approach, presented
in [16]. In our previous work, the First-Look approach
enables the inspecting UAV to quickly adapt its inspection
path to the profile of the surface being inspected subject to
photogrammetric and collision-avoidance constraints. In the
proposed work, we present a synergetic framework incorpo-
rating the recursive inspection methodology along with an
exploration policy for close visual inspection of fractured and
distributed structures. The exploration module operates in a
tiered fashion to explore the vicinity around the UAV to iden-
tify and provide locations of unvisited surfaces lying within
the camera field-of-view. This is extremely useful in scenar-
ios where visual inspection of structurally damaged objects
is necessary to maximize situational awareness, especially in
areas where prior knowledge is not applicable or available
after disastrous events.Moreover, the proposedwork enforces
a view-planning policy on instantaneous sensor input, thereby
decoupling the need to build a global map of the operat-
ing environment and offsetting the high memory overhead
needed to store volumetric maps. The recursive nature, of the
view-planning process, ensures a low-complexity approach
to enable information-guided inspection and exploration in
an unknown environment in addition to being robust against
variations in positioning, as a direct result of the view-
planning policy on instantaneous measurements rather than
on a progressively built map.

Thus, the main contributions of this article can be sum-
marized as follows: (a) A novel unified map-independent
inspect-explore autonomy composed of an improved First-
Look based inspection strategy with 3D view-space culling to
consider only points detected within the sensor field-of-view
coupled with a view-cone to ensure surfaces being viewed
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maintain sufficient viewing angle as per user specification
and a hierarchical exploration policy to enable the UAV to
visually locate, identify and navigate towards to execute the
required inspection task, (b) An integrated passive collision-
avoidance scheme that adjusts and maintains dynamically
the desired viewing distance based off the local viewing
surface thus adapting the inspection path to the profile of
the structure while ensuring safety. (c) A multi-tiered search
policy to address discontinuities in surface ensuring effective
resumption of inspection task for fractured objects in addition
to locating the presence of structures within the vicinity of
the current structure dependent entirely on visual feedback.
(d) Evaluation of the performance of the framework against
multiple forms of simulated distributed and discontinuous
objects.

The remainder of the article is structured as follows: Sec-
tion II provides a mathematical formulation of the problem
addressed in this work, and Section III presents a detailed
description of the proposed solution. The controller architec-
ture implemented in this work is presented in Section. IV.
The implemented simulation setup is presented in Section V
along with the obtained results paired with the correspond-
ing detailed analysis in Section. VI. Section VII presents
information on potential limitations of the proposed inspect-
explore autonomy. Finally, Section VIII concludes the article
with a comprehensive discussion of the performance of the
proposed solution.

II. PROBLEM STATEMENT
Given a three-dimensional object, which is registered by the
framework as a transformed set of pointcloud γx,y,z ∈ R3.
Let the pose of the UAV be represented by ξ = (puav, ψ) ∈
R4 where puav ∈ R3 be the position andψ ∈ R be the yaw ori-
entation of the UAV. As the optical sensor is mounted on the
front of the UAV, having a view direction along the X -axis of
the UAV, the roll and pitch orientation can be excluded from
consideration during view-planning. The UAV is assumed
to be equipped with a visual sensor capable of providing
depth pointcloud information ρ ∈ R3. The aim of the plan-
ning problem is to determine a series of viewpoints denoted
by (ξ1, ξ2, .., ξn), where n ∈ N that provides complete
visual coverage of the target structure. The addressed problem
can be defined as finding the set of required view poses
{ξn | n ∈ N, γ ∈ A}, where A represents the bounding
region of the registered pointclouds, that provides complete
coverage of structures located in and around the deployment
zone.

III. FIRST-LOOK INSPECT-EXPLORE FRAMEWORK
To establish situational awareness in an unknown environ-
ment, the proposed approach plans the next inspection view
pose ξn+1 based on the current sensor input ρ and the view
pose ξn of the UAV subjected to photogrammetric constraints
in addition to executing a hierarchical exploration strategy in
the event loss of viewable surface or to identify and navigate

towards the next candidate structure located in the vicinity
of the UAV. Figure 2 presents a graphical depiction of the
proposed autonomous aerial inspection framework for dis-
tributed and discontinuous objects. A detailed explanation of
the presented modules is given in the following sections.

A. INSPECTION MODULE
The inspection module comprises of a collection of three
sub-modules mainly: (1) View-frame culling where a 3D
view-space is designed to allow culling of points outside the
sensor’s field-of-view and to determine the viewable regions
of the detected surface based on the current view orientation
of the UAV; (2) Determination of view orientation where
a kd-tree based nearest neighbour search to determine the
view-orientation to be maintained by the UAV to view the
closest point of interest; and finally (3) Photogrammetric
constraints where each successive view-points are projected
subjected to the viewing constraints such as image overlap
on both horizontal and vertical direction of travel during the
inspection.

1) VIEW-FRAME CULLING
Figure 3 provides the graphical representation of the 3D view
space considered in this work. Given the horizontal field of
view (fovh ∈ R), the vertical field of view (fovv ∈ R) and the
distance of the view plane (dvp ∈ R+) of the modelled camera
sensor, the view pyramid can be modelled as a collection of
planes λi with i ∈ [1 . . . 5] with corresponding unit normal
vector n⃗i ∈ R3

| i ∈ [1 . . . 5], such that for any point (γ(x,y,z))
to be viewed as within the 3D viewing volume, it satisfies the
condition,

γ L = n⃗i · (pγ − pkuav) ≥ 0 ∀ γ(x,y,z) (1)

where γ L ∈ R3
| γ L ⊆ γx,y,z represents the locally viewable

culled-set of point clouds, pγ ∈ R3 is the position of the can-
didate pointcloud point and pkuav ∈ R3 denotes the position of
the UAV at the k th step. After obtaining γ L for the current
view orientation, the viewability of the generated surface
patch 3, represented in the form of a triangular mesh, from
the current pose of the UAV is defined. This allows the frame-
work to prioritize local surface regions that satisfy desired
photogrammetric parameters, such as the incident viewing
angle σ on the determined centroid pjcentroid ∈ R3 with
j ∈ Z+, of the jth triangular mesh 3j. Let the unit normal
vector from the centroid of the triangular mesh be defined as
n⃗3j , then the valid surface patch can be identified by,

3valid = |arccos
( n⃗3j · (p

j
centroid − p

k
uav)

|n⃗3j | |p
j
centroid − p

k
uav|

)
| ≤ σ ∀ 3j

(2)

where 3valid ⊆ 3. By evaluating (2), from the bounds of σ
we trace the exterior profile as that of a conewhere the viewed
faces lie within the circumscribing radius of the cone.
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FIGURE 2. Graphical representation of the proposed inspect-explore framework.

FIGURE 3. (Top-down-view) Visual representation of the 3D view space
modelled in the proposed work.

2) DETERMINATION OF VIEW ORIENTATION
Initially presented in [17], the concept of representing multi-
dimensional data in the form of a binary search tree has
allowed much faster and more efficient organizing opera-
tions to be carried out. In this work, the k-dimensional tree
(k-d tree) organizational structure is employed, in the multi-
dimensional pointcloud γ L , to primarily calculate the nearest
available centroid, ppoi ∈ R3, given the current UAV position
puav and observed patches from current view pose, 3valid .
This enables the UAV to register a look-at vector v⃗la ∈
R3 given as v⃗la = ppoi − puav. Let v⃗x be a normalized vector
representing the view direction of the UAV obtained from v⃗la,

v⃗x =
v⃗la
||v⃗la||

(3)

Considering a UAV model following the ROS convention
for the coordinate frame representation with X -axis pointing

forwards, Y -axis to the left and Z -axis completing the right-
handed triad, let n⃗z ∈ R3 be the upward pointing vector of the
UAV along the positive direction of Z -axis given as [0 0 1]T .
The set of equations given in (3), (4) and (5) provide the
required view vectors to bemaintained by the UAV to observe
the current local surface.

v⃗y = n⃗z × v⃗x (4)

v⃗z = v⃗y × v⃗x (5)

3) PHOTOGRAMMETRIC CONSTRAINTS
The requirement of photogrammetric constraints, while
inspecting ensures enough matching features are avail-
able between successive images to perform accurate post-
inspection 3D reconstruction from the acquired image
database of the object under inspection. Utilizing the sensor
specifications, mentioned in III-A1, the required overlap fac-
tor β ∈ R, is given as a function of viewing distance between
puav and ppoi and the horizontal field-of-view fovh. Proceed-
ing to model the required next UAV position at a distance
(overlap distance), dhov ∈ R, from 2D sensor footprint,

dhov = 2 tan 0.5fovh||ppoi − pkuav||

− 2βh tan 0.5fovh||ppoi − pkuav|| (6)

where βh is the horizontal overlap factor. Fig. 4 graphically
depicts the relation shared by the view-point (pkuav) at k

th step.
Similarly from (6), with a minor change to the representation,
the required distance dvov ∈ R to maintain vertical overlap βv
is given as,

dvov = 2 tan 0.5fovv||ppoi − pkuav||

− 2βv tan 0.5fovv||ppoi − pkuav|| (7)

With the applicable constraints defined, the core of the pro-
posed inspection architecture is the sequential projection of
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FIGURE 4. (Top-down-view)Pictorial depiction of the horizontal
photogrammetric constraint considered in this work.

the view-point modelled to be dependent on the current view
orientation of the UAV,

pk+1uav = pkuav + v⃗ydhov (8)

where pkuav and pk+1uav defines the position of the uav at the
k th and k + 1th sequence. Equation (8) allows the UAV to
iteratively adapt its view orientation to the availability of the
ppoi within the 3D view space whilst being subject to the
photogrammetric constraints. In order to prevent collision
with the surface under observation and also to maintain a
decent resolution of the image captured, an integrated passive
collision-avoidance scheme is proposed. Thus (8) can be
rewritten to include the safety distance dsafety ∈ R directed
along the viewing direction as,

pk+1uav = pkuav + v⃗ydhov
± f (dsafety, ppoi, pkuav, v⃗x) (9)

where,

f (dsafety, ppoi, pkuav) = v⃗x(dsafety − ||ppoi − pkuav||)

The set of visible centroids 3valid at pk+1uav is then found
using (2) and (1). Using the properties of alphashapes [18],
a bounding-box A to contain the visited points 3valid at pkuav
is created. This enables the progressive online update of,
previously unknown regions, occupied by fractured objects.

To model the inspection logic to visit structures having a
vertical height greater than the imagewidth, (8)is restructured
to reflect the desired vertical overlap distance as:

pk+1uav = pkuav + v⃗zdvov (10)

During inspection, we perform culling of points lying out-
side the modelled view pyramid defined in Sect. III-A1 and
denoted by ViewSpaceCulling(pkuav, v⃗x). Once the observ-
able patches3valid are determined, the nearest centroid ppoi is

Algorithm 1 Inspection
1: k=1
2: while not inspected all do
3: 3valid ←− ViewSpaceCulling(pkuav, v⃗x)
4: A←− 3valid
5: ppoi←− SearchkdNN(3valid , pkuav)
6: [v⃗x v⃗y v⃗z]←− GetViewOrientation(ppoi, pkuav)
7: pk+1uav = pkuav + v⃗ydhov
8: if ∅ ←− Active Search then
9: break
10: else if ||pkuav − p

0
uav|| < dhovand |γ L ∩ A| > βh|γ

L
|

then
11: pk+1uav = pkuav + v⃗zdvov
12: else
13: continue
14: end if
15: k = k + 1
16: end while

FIGURE 5. Graphical representation of the multi-tiered exploration
strategy in the proposed FLIE framework.

found through SearchkdNN(3valid , pkuav) from the valid set
of patches, which provides the required view direction from
GetViewOrientation(ppoi, pkuav) defined in Sect. III-A2 to be
maintained by the UAV, while inspecting.

The pseudo-code, Algorithm 1, for the inspection module
explained in this subsection is given below.

B. EXPLORATION MODULE
Once the UAV finishes the inspection of the local structure,
registers max(γ Lz ) > pk+1uav z = ∅ and determines at ξcurr
that |γ L ∩ A| > βh|γ

L
|. The UAV’s mission is modelled

to look for new unregistered surfaces from its current pose,
where with the sensor specification on fovh, knowledge on
current view direction v⃗x and the maximum desired sensor
range dsr ∈ R+, the UAV proceeds to execute a tiered explo-
ration strategy to identify the presence of nearby structures.
Figure. 5 presents the overview of the implemented tiered
exploration strategy, while the process of searching for the
next nearest ppoi is explained in this subsection.
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The exploration behaviour of the UAV is modelled in
three stages within the Active Search: E1, E2 and E3 stage
respectively. While being engaged in the inspection of a
structure, in order to address surface discontinuity in the
form of gaps and absence of observable surface, the initial
E1 stage enables the UAV to search for available structures
within ±90◦ from current viewing orientation. This is made
possible by decomposing the view space around the UAV into
sectors nsectors ∈ R based on the onboard optical sensor’s
fovh. If at the end ofE1,3valid −→ φ, i.e. no viewable surfaces
exist at the current pose, the algorithm moves to execute the
E2 search policy. During the second stage, the behaviour
is modelled to search 360◦ search space around the UAV
following a similar method of decomposition as mentioned
previously. This accounts for the presence of any structure
within the immediate vicinity of the UAV that was not possi-
ble to observe during the initialE1 search due to the observed
view direction by the UAV. If any observable surfaces are
found, the UAV continues with its inspection scheme oth-
erwise if at the culmination of E2 search, 3valid −→ φ, the
algorithm proceeds to execute a travelling E3 search based
on backtracking through the past visited viewpoints with a
180◦ offset to view orientation that was maintained by the
UAV at each corresponding backtracked viewpoints. This
behaviour enables the UAV to comprehensively explore and
inspect observable surfaces located around the current target
structure under inspection.

Thus, the tiered exploration strategy account for the effec-
tive identification of available structures based on the limited
sensing capabilities of the equipped sensors onboard theUAV.
Algorithm 2 presents an overview of the proposed exploration
architecture.

IV. CONTROLLER ARCHITECTURE
The controller architecture implemented follows the
approach presented in [19] where the nonlinear model predic-
tive controller (NMPC) is fed the reference view-points ξ =
[puav ψ] obtained from the FLIE module. The NMPC pro-
vides a corresponding control action containing commanded
angle, thrust and yaw rate references u = [θref φref T ψ̇]
based on the current estimated full state x̂ = [p v θ φ ψ ω]
with the on-board odometry sensor providing the UAV posi-
tion, velocity and current orientation. The reference control
commands are then fed to the low-level controller onboard the
UAV to be translated to motor speed commands [n1 . . . n4].
Figure 6 presents the overview of the controller architecture
implemented in this work.

V. SIMULATION SETUP
The proposed work has been fully implemented in MAT-
LAB and visualized in GAZEBO [20] over the Robot
Operating System (ROS) network. The 3D CAD models
of fractured structures were obtained from the GAZEBO
models database. The boxes shown were modelled in
Fusion 360. CloudCompare software was used to gener-
ate a down-sampled pointcloud of the candidate objects.

Algorithm 2 Exploration
1: Require ξ
2: while explore flag do
3: i = 1
4: ψi = ψ
5: Check if UAV is engaged in inspection
6: if engaged then
7: nsectors = π

0.5fovh
8: for i ∈ nsectors do
9: ψi = ψi ± 0.5(fovh)

10: 3valid = E1(pkuav, ψi)
11: end for
12: return ξE1 if not φ

3
←−valid

13: else
14: nsectors = 2π

0.5fovh
15: for i ∈ nsectors do
16: ψi = ψi ± 0.5(fovh)
17: 3valid = E2(pkuav, ψi)
18: end for
19: return ξE2 if not φ

3
←−valid else,

20: for i ∈ length(ξ ) do
21: ψend−i = ψend−i + π

22: 3valid ← E3 (pend−iuav , ψend−i)
23: end for
24: return ξE3 if not φ

3
←−valid else,

25: return φ
26: break
27: end if
28: end while

FIGURE 6. Graphical representation of the controller framework
implemented in simulation.

Figure. 7 presents the simulated 3D CAD model of a frac-
tured and discontinuous object which is considered for
an inspection-only scenario. The structure has a size of
20× 22× 24meters in length, width and height respectively.
For the scenario of multiple distributed fractured structures,
Fig. 8 shows the simulation setup in GAZEBO. The use of
MAV aerial simulator RotorS [21] has been implemented in
this work. A voxel grid filter has been utilized to present

VOLUME 11, 2023 28145



V. K. Viswanathan et al.: FLIE: First-Look Enabled Inspect-Explore Autonomy Toward Visual Inspection

the downsampled pointcloud for visualisation purposes in
GAZEBO.

Table 1 provides the specifications of the optical sensor
present onboard the UAV used in MATLAB. The UAV is
assumed to be equipped with a stereo camera providing an
input of depth cloud points, which is obtained through a view
culling operation performed on the model pointcloud.

TABLE 1. Sensor specification on-board the UAV.

For the simulation, we consider σ = 0.8 rad as the viewing
angle constraint to inspect surfaces. The view poses obtained
from MATLAB are transmitted over ROS to GAZEBO and
fed to the NMPC controller. For odometry within GAZEBO,
an in-built odometry plugin via the RotorS repository is
utilized.

In order to ensure a smooth 3D reconstruction, from the
captured RGB images during the mission, the UAV is com-
manded to rest for 0.5 s at each view-pose to obtain unblurred
images of the locally viewed surface. This also ensures that
the UAV exhibits a stable jerk-freemotion as it passes through
view-points throughout the mission.

VI. RESULTS AND DISCUSSION
Figure 9 provides the simulated result of the autonomous
inspection framework targeting the presence of multiple sub-
structures. In this simple scenario, the performance of the
FLIE architecture to progressively inspect distributed objects,
with spaces in between, can be seen generating view-points
that expand and cover the multiple sub-structures. While
along surfaces with a smooth profile, the framework can be
seen adhering to the modelled photogrammetric constraints
however, inspecting edges causes the framework to deviate as
the presence of the nearest centroid, compared to the previous
one, results in a change in viewing orientation of the UAV.
Moreover, the framework can be seen generating view-points
adhering to the modelled viewing distance dsafety of 1.5m.

In Figure 10, an RVIZ view of implemented FLIE frame-
work towards the inspection of a single structure is pre-
sented. The UAV is initialized facing the structure in order
to simulate an inspection of a singular object using FLIE
autonomy. However, due to the implemented surface viewing
constraints, the framework proceeds to E2 search at the point
of initialization of the mission to map observable surfaces.
The red and black color paths denote the reference path
generated by the planner and the actual path taken by the
UAV. The red directional arrows represent the commanded
view orientation to be maintained by the UAV during the

FIGURE 7. The model of a collapsed industrial building used to represent
a fractured structure during the simulation of an inspection-only scenario.

FIGURE 8. The simulation scenario of distributed and discontinuous
structures in Gazebo for the proposed FLIE framework. On the left is a
collapsed fire station and on the right is a collapsed industrial station.

inspection. An inspection distance of dsafety = 5 m has been
utilized for this simulation scenario.

Figure 11 presents the 3-dimensional alphashape con-
structed from the surface points seen by the planner during
simulation in MATLAB. The presence of holes in ill-mapped
regions is one of the many challenges during 3D recon-
struction. As it can be seen from the figure, the generated
3D mesh lacks holes in expected regions, such as surface
discontinuity in the lower half of the building and in the
upper floors. In Fig. 12, the performance of the controller
towards maintaining the required yaw reference is shown.
The yaw angles are bounded between [−π π]. As can be
seen in Fig. 10, FLIE framework enforces a loop-by-loop
inspection approach. Thus, the UAV primarily is commanded
to move in a 2D plane while the inspection height is fixed
for the current inspection loop. Figure. 13 provides the linear
velocity of the UAV along X and Y axes. For the case of
a single fractured high-rise structure, the UAV travels with
an average velocity of 0.06 m/s along X -axis and 0.42 m/s
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FIGURE 9. A demonstration of the proposed FLIE framework in a simple
scenario where multiple boxes are stacked and are placed to represent a
distributed and discontinuous structure. On the top-left is the 3D model
of the boxes considered and on the bottom are the generated view points
shown as red spheres along with the point cloud processed during the
inspection and on the top-left is the constructed bounding volume of the
observed pointcloud.

FIGURE 10. A RVIZ view of the simulated inspection carried out on the
collapsed industrial building by the First-Look approach. The solid black
line indicates the path tracked by the UAV during the inspection. The
captured depth pointcloud from onboard Realsense D435 sensor is
visualized.

along Y -axis to reach the commanded view poses with a
maximum recorded velocity of 1.4 m/s along both X and
Y axes respectively. The relatively low average speed of the
UAV is primarily due to the desired wait time of 0.5 s at each
viewpoint.

Figure 14 presents the RVIZ view of the simulated sce-
nario considering multiple distributed and fractured struc-
tures. Similar to Fig. 10, Fig. 14 shows that the framework
remains robust to the varying profile of inspected structure
andmaintains the desired dsafety. In Fig. 15, the corresponding
3-dimensional alphashape of the observed surface points by
the framework is shown. In Fig. 14, it is seen that the planner
executes a repeated inspection at the same level of the struc-
ture in the top portion of the fractured industrial building.
This is primarily due to the continued detection of unique

FIGURE 11. Graphical representation of the alpha shape reconstruction
from utilized pointcloud set in the case on the inspection-only scenario of
the high-rise structure.

FIGURE 12. Graphical representation of the performance of reference
tracking controller implemented in this work. In red, the actual yaw angle
(in degrees) tracked by the UAV is shown along with the commanded yaw
reference, shown in black, by the FLIE framework during the mission.

FIGURE 13. A combined plot of the translational velocities of the UAV
along X and Y axes recorded during the mission is provided.

points representing the structure that is caused due to the
UAV maintaining a different view orientation compared to
the previous loop. While inspecting the building to the left
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in Fig. 14, the planner can be seen to provide an overlapping
path during close inspection towards the roof of the build-
ing. This behaviour also adheres to the explanation provided
above since the vertical overlap condition is set to respond
only when the similarity threshold of observed points crosses
a threshold factor of 0.9. Therefore, the UAV continues the
inspection of the structure until the condition is met. From
the above simulated scenarios, a challenging situation arises
especially in regions with large gaps due to reduced detection
of points for the planner to continue inspecting the local
surface. As a result, the implementation of a tiered search
policy enables the planner to identify and navigate towards
the next nearest surface to resume the current inspection task.

The proposed inspect-explore autonomy enforces a recur-
sive view-planning policy. Given in (8), the policy projects
the next view-point subject to the viewing direction and
horizontal overlap to be maintained by the UAV. As such,
it exhibits a behaviour similar to waypoint navigation and
since the framework ensures successive view poses to adapt
to the surface being observed, refer Fig. 10 and Fig. 14.
Thus, the UAV remains safe from colliding with any pro-
jections/extensions from the structure. In addition to that,
during E3-search, the UAV is tasked to backtrack through
the previously visited view poses with a 180 deg offset in
the commanded yaw orientation. Thus, an overall use of a
path planner to determine the flight path of the UAV between
current and commanded view-pose is avoided as the mod-
elled nature of the algorithm ensures the UAV operates in a
safe and stable manner. Quantification of inspection accuracy
of apriori unknown structures is a challenging task. In this
work, the authors have taken the approach to measure and
present the performance of the proposed framework through
a volumetric comparison between the 3D alphashape models
generated from the pointcloud utilized by the planner and the
actual pointcloud fed to the planner. For the case of a single
high-rise structure, the framework exhibits the performance
of 70.49% inspected volume compared to 82.04% obtained
for the second scenario. The authors would like to stress that
this result would vary depending on the actual density of
the point cloud fed to the planner as a two-stage filtration
of observed surface that leads to a reduced inspection of the
inclined surfaces, such as the roof of the lower part of the
fractured building not being considered seen by the planner.

In Fig. 16, the performance of the controller towards main-
taining the required yaw reference, for the case of multiple
distributed structures is provided. The inspection behaviour
of the UAV can be similar to Fig. 12 until 900 s into
the mission. This region corresponds to the UAV reaching
the top of the structure under inspection. The execution of the
E3-search results in the UAV exhibiting a flipped behaviour
from 900 s till approximately around 1700 s when compared
to the initial inspection run. The yaw angles are bounded
between [−π π ]. Figure. 17 provides the linear velocity of the
UAV along X and Y axes. The UAV travels with an average
velocity of 0.03 m/s along X -axis and 0.37 m/s along Y -axis
to reach the commanded view poses during the simulation.

FIGURE 14. RVIZ view of the simulation scenario consisting of multiple
distributed and discontinuous structures.

FIGURE 15. 3D alphashape generated from the set of observed surface
points by the FLIE framework in MATLAB.

Moreover, a maximum velocity of 1.39 m/s and 1.43 m/s
along X and Y axes were recorded during the simulation run.
Inferring from both Fig. 16 and Fig. 17 the proposed

FLIE autonomy scheme can be seen adapting the required
inspection behaviour based on the structure’s surface pro-
file. The inspect-explore behaviour for high-rise structure
is gathered to last till approximately 1700 s subsequent to
which the framework detects the secondary structure. Due to
the increasing occurrences of surface discontinuity, present
across the second structure, the UAV can be seen to present
higher instances of switching behaviour between inspection
and exploration, thus preventing premature termination of the
mission.

The simulation video captured for both representative sce-
narios can be accessed on https://youtu.be/6yEWlSr4jyE.

VII. LIMITATIONS
To the extent of the capability of the proposed work, the influ-
ence of localization errors on the performance of the frame-
work remains relevant. Since the recursive view-planning
policy during inspection is based on instantaneous sensor
input rather than operating on a globalmap, the policy ensures
the UAV remains robust to any accumulated drift due to
positioning errors. However, such variations might affect the
performance of the framework while backtracking through
previously visited view-poses. In addition to that, aerial vehi-
cles are noted to be affected by wind disturbances at higher
altitudes and self-induced vibrations. In this work, the authors
assume the absence of such perturbations and suggest the use
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FIGURE 16. Graphical representation of the performance of the tracking controller implemented to follow the yaw reference generated by FLIE
framework for the case of multiple distributed and fractured structures.

FIGURE 17. The recorded translational velocities of the UAV along X and Y axes obtained for the second scenario.

of a gimbal configuration to neutralize the disturbances to an
acceptable level as part of future work.

VIII. CONCLUSION
This article proposes a novel online model-independent
autonomous aerial inspection framework targeting its

application towards the inspection of distributed and dis-
continuous structures. The proposed framework, with an
integrated passive collision-avoidance scheme, imposes view
space culling to find surfaces that satisfy a predefined viewa-
bility criterion. In addition to that, photogrammetric con-
straints such as image overlap are taken into consideration
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to enable an accurate 3D reconstruction. The presented
inspection framework is based on the First-Look approach,
defining view orientations on the basis of the nearest located
centroid, which is based on kd-tree Nearest Neighbours.
This enables the framework to adaptively orient the viewing
vector to follow closely the profile of the surface being
inspected. Furthermore, the inspection framework composes
of an exploration module allowing the framework to search
for new and unobserved surfaces present within the sensor
range and near the vicinity of the UAV. The efficacy of
the scheme has been evaluated in simulation for various
arrangements of fractured objects.
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